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Abstract 

Background This paper presents an in-depth examination of malnutrition in women in Bangladesh. Malnutrition 
in women is a major public health issue related to different diseases and has negative repercussions for children, such 
as premature birth, decreased infection resistance, and an increased risk of death. Moreover, malnutrition is a severe 
problem in Bangladesh. Data from the Bangladesh Demographic Health Survey (BDHS) conducted in 2017-18 
was used to identify risk factors for malnourished women and to create a machine learning-based strategy to detect 
their nutritional status.

Methods A total of 17022 women participants are taken to conduct the research. All the participants are from dif-
ferent regions and different ages. A chi-square test with a five percent significance level is used to identify possible 
risk variables for malnutrition in women and six machine learning-based classifiers (Naïve Bayes, two types of Deci-
sion Tree, Logistic Regression, Random Forest, and Gradient Boosting Machine) were used to predict the malnutrition 
of women. The models are being evaluated using different parameters like accuracy, sensitivity, specificity, positive 
predictive value, negative predictive value, F1 score, and area under the curve (AUC).

Results Descriptive data showed that 45% of the population studied were malnourished women, and the chi-square 
test illustrated that all fourteen variables are significantly associated with malnutrition in women and among them, 
age and wealth index had the most influence on their nutritional status, while water source had the least impact. 
Random Forest had an accuracy of 60% and 60.2% for training and test data sets, respectively. CART and Gradient 
Boosting Machine also had close accuracy like Random Forest but based on other performance metrics such as kappa 
and F1 scores Random Forest got the highest rank among others. Also, it had the highest accuracy and F1 scores 
in k-fold validation along with the highest AUC (0.604).

Conclusion The Random Forest (RF) approach is a reasonably superior machine learning-based algorithm for fore-
casting women’s nutritional status in Bangladesh in comparison to other ML algorithms investigated in this work. The 
suggested approach will aid in forecasting which women are at high susceptibility to malnutrition, hence decreasing 
the strain on the healthcare system.
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Background
A healthy lifestyle depends on having a good nutritional 
diet. Malnutrition is a severe circumstance that happens 
due to the lack of the right amount of all nutrients and 
energy which the body demands. A major public health 
issue in the world is malnutrition, which increases the 
overall illness burden and mortality rates [1]. Bangla-
desh is an emerging nation. Malnutrition is still a major 
issue in Bangladesh, particularly for women and chil-
dren. Undernutrition and being overweight or obese are 
two major categories of conditions that fall under the 
umbrella of malnutrition for women. The World Health 
Organization (WHO) estimates that 190 crore people 
are globally overweight and underweight adults are 462 
billion. Despite the fact that Bangladesh’s malnutrition 
rate is declining day by day, it remains a serious prob-
lem. Women were underweight to a degree of around 
19 percent, while women were overweight to a degree 
of about 24 percent in Bangladesh [2]. As underweight 
and overweight are connected with various contagious 
illnesses such as heart disease, diabetes, stroke, respira-
tory problems, and cardiovascular disease [3–7]. Under-
weight women face a number of challenges, including 
decreased productivity at work and increased risk of 
spontaneous abortion, low birth weight, intrauterine fetal 
death, and infant mortality [8, 9]. Melchor et  al. (2019) 
suggested that at the time of pregnancy, delivery, and the 
postpartum period, maternal obesity can lead to several 
stumbling blocks for both the mother and the fetus [10]. 
Various factors contribute to malnutrition. Malnutrition 
is more likely to occur if risk variables are identified too 
late or not prominently enough. It’s crucial to identify 
malnutritional factors early so that women are protected 
from the diseases that are exacerbated by those. Work 
must be done to stop malnutrition and identify risk fac-
tors sooner. In order to forecast Bangladesh’s malnutri-
tion status and identify the causes of malnutrition, this 
project is eager to get started.

The health of a person can be determined by his nutri-
tional state. Previous studies revealed many factors that 
are accountable for malnutrition. Numerous statisti-
cal methods such as univariate regression, multivariate 
regression, logistics regression, Pearson’s correlation, and 
so on have been proposed to ascertain the causes and 
consequences of malnutrition [11–24]. Machine learn-
ing algorithms are particularly popular to envisage the 
risk of any diseases accurately [25]. A variety of statisti-
cal methods are used by machine learning algorithms to 
find patterns in big, complex data sets that are relevant 
depending on prior knowledge [26]. Machine learning 
is an effective strategy for identifying unknown links or 
patterns by fusing statistical learning and artificial intel-
ligence [27]. While compared to traditional statistical 

models, machine learning algorithms have been demon-
strated to be more accurate in predicting outcomes when 
used to solve classification issues. There have already 
been several research on the topic of predicting nutri-
tional status and finding their factors using the machine 
learning (ML) approach. Multiple illnesses have been 
predicted using ML systems such as anemia [28, 29], 
acute appendicitis [30], cardiovascular defect [31], covid 
19 [32, 33], diabetes [27, 34–37], hypertension [38], low 
birth weight [39–42] utilizing a variety of demographic 
and health survey datasets as well as common risk fac-
tors of the diseases. Several studies had been conducted 
previously based on malnutrition using machine learn-
ing approaches. Talukder and Ahammed (2020) used 
BDHS, 2014 data for predicting the malnutrition of 
under-five children in Bangladesh using machine learn-
ing techniques. The researchers conclude that Random 
Forest (RF) is the best algorithm among others [43]. A 
study that used the Ethiopian Demographic and Health 
Survey 2016 data carried out by Bitew et al. (2020) found 
that the Extreme Gradient (xgbTree) algorithm gave a 
better result [44]. Use of artificial intelligence on the 
Indian Demographic Health Survey dataset 2005-2006 
to identify the likelihood correlation with malnutrition 
done by Khare et al. (2017) [45]. A study used the Fisher 
Exact Test to identify the key nutritional determinants in 
a cross-sectional study [46]. Shahriar et  al. (2019) stud-
ied Bangladeshi children using ML approaches for clas-
sification and discovered that Artificial Neural Network 
(ANN) was the most effective [47]. Markos et al. (2014) 
used data mining techniques such as Decision tree (DT), 
PART rule induction classifiers, and Naïve Bayes found 
that PART rule induction gave the best accuracy of the 
result [48]. Howsoever, there isn’t much research that 
takes ML algorithms into account for predicting malnu-
trition in women. Research on BDHS 2014 data for pre-
dicting malnutrition among women was conducted by 
Islam et  al. (2022) and the result gave some prominent 
factors and Random Forest (RF) algorithm as the best 
algorithm to identify malnutrition status among women 
[3]. Identification of the most influential factors of mal-
nutrition with the help of decision rules, K-nearest neigh-
bor (kNN), Support Machine Vector (SVM), Decision 
tree (DT), and Bayesian networks was made by Reis et al. 
(2017) [49]. Momand et al. (2020) suggested that Random 
Forest (RF) and PART provided the most accurate pre-
diction of malnutrition based on their study [50]. Rah-
man et al. (2021) reveal that LR-RF based combinedly is 
able to classify and forecast stunted, wasted, and under-
weight children with greater accuracy [51].

Consequently in order to envisage the risk of women’s 
malnutrition in Bangladesh, many ML algorithms that 
had not been widely employed in earlier studies are going 
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to apply in the following study. The focus of the current 
work is to identify possible risk factors for malnutri-
tion in women and to fit models for different ML algo-
rithms. This research provides strong predictive models 
that improve our understanding of this important health 
issue and give healthcare professionals and policymakers 
useful information for focused responses. Incorporating 
machine learning forecasts into existing health systems 
can enhance their overall capacity for monitoring, ana-
lyzing, and addressing malnutrition. The ultimate goal of 
this study is to use its findings to spur wise decisions that 
will help Bangladeshi women live longer and in better 
health. It will also be used to determine the most accu-
rate model for forecasting the risk of malnourishment.

Methods
Ergonomic assessments will be used in the BDHS, 
2017-18 to examine women’s nutritional status. The 
last chapter discussed the previous study and the back-
ground and motivation of this study. Within this fol-
lowing chapter, the methods that are used to evaluate 
women’s malnutrition are described. The possible risk 
factors were obtained by Chi-square and then used six 
machine learning approaches Naïve Bayes (NB), Clas-
sification and Regression Tree (CART), C5.0 Classifica-
tion (C5.0), Logistic Regression (LR), Random Forest 
(RF), and Gradient Boosting Machine (GBM) to pre-
dict malnourishment among the women. To determine 
the best predictive model, the performance of these ML 
approaches was evaluated using evaluation parameters. 
The national research committee’s ethical principles were 
followed in all procedures concerning human participa-
tion in this study.

Dataset: The Bangladesh Demographic and Health 
Survey (BDHS) 2017-18 is the source of the data used 
in this study. The Bangladesh Demographic and Health 
Survey (BDHS) 2017-18 is the latest and eighth nation-
wide survey to provide information on the demographic 
and health status of women and children [52]. The sam-
pling frame for the 2017-18 BDHS is premised on the 
Bangladesh Bureau of Statistics’ detailed list of enumera-
tion areas (EAs) encompassing the entire country, which 
was prepared for the People’s Republic of Bangladesh’s 
population census in 2011. A two-stage stratified sample 
approach is used in the survey to choose respondents. 
Each division was further subdivided into urban city 
corporations, urban areas other than city corporations, 
and rural areas, for a total of 22 sampling strata. Dur-
ing the initial stage, 675 EAs were chosen with a prob-
ability proportional to EA size and independently in each 
sampling stratum, in which 277 were from cities and 448 
were from rural areas. In the second phase of the selec-
tion process, a total of thirty households per cluster was 

chosen at the systematic selection from a newly estab-
lished household listing with an equal probability. Based 
on this sampling technique they selected 20,250 house-
holds and about 20,108 ever-married women between 
the ages of 15 to 49 who are regular members of the sam-
ple households. These individuals are the representative 
of the women population of Bangladesh and face-to-face 
interview sessions were carried out with them [52]. A 
total of 17,022 individuals are selected for ultimate analy-
sis after excluding missing values, unusual observations, 
and do not know. The body mass index(BMI) acknowl-
edge as the response category and WHO categorized it 
as underweight (BMI < 18.5), normal (18.5 ≤ BMI ≤ 24.9), 
overweight (25.0 ≤ BMI < 30.0), and obese (BMI > 30.0) 
[53]. The unit of these categories is kg/m2 . Underweight, 
overweight, and obese are merged as a single category of 
malnutrition for women. The factors are chosen for this 
study according to past studies [3, 21, 54].

Naïve Bayes: Bayesian classification is founded on 
Bayes’ theorem, named after Thomas Bayes, who pio-
neered work in probability and decision theory in the 
18th century. Bayesian classifiers are capable of antici-
pating probabilities of class membership, such as the 
likelihood that a specified tuple falls within a particular 
class [55]. Naïve Bayes is a straightforward probabilistic 
model that really can manage relatively high data with 
ease [56]. The Naïve Bayes estimates the tuple like as X 
belongs to the class C by optimizing the posterior prob-
ability P(C|X) with the support of prior probability P(C) 
and P(X) and conditional probability P(X|C) which can 
be demonstrated as,

P(X|C) and P(C) are usually required to be empha-
sized since P(X) is consistent throughout all classes. 
P(Xi|Ci)× P(Ci) is calculated for every category Ci to 
forecast the class label of X. The classifier predicts that 
perhaps the class label of tuple X is the class Ci if and 
only if,

The anticipated class label corresponds to the class Ci 
for which P(Xi|Ci) is maximum.

Decision Tree Induction: Decision tree (DT) learn-
ing is a form of supervised learning that has applica-
tions in data mining, statistics, and machine learning. 
Throughout the late seventies and early eighties, J. Ross 
Quinlan, a researcher in machine learning, created 
the decision tree method which is known as Iterative 
Dichotomiser also said ID3 [55]. Later C4.5, the succes-
sor of ID3 and the Classification and Regression Tree 

(1)P(C|X) =
P(X |C)× P(C)

P(X)

(2)P(Xi|Ci)P(Ci) > P(Xj|Cj)P(Cj)
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is developed as a form of the decision tree. Han et  al. 
(2012) also quoted that ID3, C4.5, and CART employ 
an optimization technique related to a nonbacktrack-
ing approach wherein decision tree algorithms are built 
inside a top-down recursive divide-and-conquer fash-
ion [55]. The methodology followed by DT which is 
suggested by Han et al. (2012) have some steps [55]. (i) 
The algorithm is invoked by passing three parameters: 
The dataset, the attribute list, and the Attribute selec-
tion method; (ii) The tree begins with a single leaf, N, 
which represents the tuples of training in D; (iii) If all of 
the tuples in D belong to the same class, leaf N will be 
categorized with the class; (iv) Else the algorithm uses 
the Attribute selection approach to establish the split-
ting criterion; (v) The splitting criterion is designated 
at node N, and it acts as a test at the node. For each 
conclusion of the splitting criterion, a branch is formed 
from node N; (vi) The method recursively applies the 
same technique to create a decision tree for the data 
items for every resulting partition; (vii) The recursive 
partitioning process is terminated immediately if all 
of the itemsets in subdivision D are members of the 
same class, or there aren’t any additional features that 
allow the tuples can be further divided up, or there 
are also no tuples for a certain branch, hence partition 
Dj is empty; (viii) The eventual results decision tree is 
restored.

(a) Classification and Regression Tree: L. Breiman, J. 
Friedman, R. Olshen, and C. Stone, a group of statisti-
cians in 1984, publicly released the book Classification 
and Regression Trees (CART) [57]. CART is one kind 
of decision tree induction. The procedure of CART is 
the same as DT and it uses the Gini index as an attrib-
ute selection method for splitting effectively a given set 
of data partitions. The Gini index quantifies the con-
tamination of D, which might be a data partition or a 
set of training tuples. It measures by

Here, p is the probability of tuple D. Gini(D) gives the 
partitioning as,

And finally,

The splitting property is chosen to maximize impurity 
reduction. The procedure continues till the data can no 

(3)Gini(D) = 1−

n
∑

i=1

p2i

(4)

GiniA(D) =
|D1|

|D|
× Gini(D1)+

|D2|

|D|
× Gini(D2)

(5)�Gini(A) = Gini(D)− GiniA(D)

longer be split any further. CART is capable of handling 
both data types, numerical as well as categorical.

(b) C5.0: J. Ross Quinlan, a computer scientist, estab-
lished the C5.0 algorithm as an improvement on his 
preceding algorithm, C4.5 [58]. C5.0 classification is the 
best-known decision tree that divides data according to 
the subject matter which generates the most information 
gain. The splitting factor is chosen by the highest infor-
mation gain of the attribute. Each subset represented 
through the initial partition is again partitioned, typically 
relying on a different subject, as well as the procedure is 
carried out until the subsets can neither be separated fur-
ther. When particularly in comparison to others, C5.0’s 
decision trees operate similarly yet are substantially sim-
pler to comprehend and implement. It can handle both 
quantitative and qualitative criteria.

Logistic Regression: Logistic regression is a method of 
supervised learning that transforms the outcome of a lin-
ear model to ensure it conforms to a binary response. It is 
frequently regarded as the most widely utilized machine 
learning procedure for dealing with binary classifica-
tion. To assess the attribute of concern, LR engages in the 
estimation of the maximum likelihood process. Logistic 
regression is commonly used in the case of a combination 
of one binary response variable and one or more quan-
titative predictor variables that have been related to the 
probability or odds of the dependent variables [59]. For 
instance, if Zi are the n number of factors, then the logis-
tic model can be expressed as

It also can be expressed by

The probability of an event occurring is represented 
by p(z), while the probability of an event not occurring is 
represented by 1− p(z).

Random Forest: Random Forest is one of the most 
influential algorithms, constructed in 2001 by L. Brei-
man [60]. It is a categorization method that relies on 
the development of a group of tree-structured clas-
sifiers. The RF algorithm chooses the number of fea-
ture factors at irregular intervals and builds a decision 
tree from them. The procedure of CART is applied for 
building the trees [55]. RF works as Hastie et al. (2009) 
stated [61] as (i) First, the algorithm creates bootstrap-
ping samples Z of the total size of the training data N 
from a training set with a replacement which is also 
known as bagging; (ii) Expand the random-forest tree 
towards the bootstrap sample by recursively repeating 

(6)p(z) =
exp(α0 + βZi)

1+ exp(α0 + βZi)
; i = 1, 2, ..., n

(7)log
p(z)

1− p(z)
= exp(α0 + βZi)
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the procedures below for each tree terminal node until 
the minimum node size is attained - (a) Among the p 
variables, choose m variables at random, (b) Choose 
the best variable or split-point from the m options, (c) 
Divide each node into two daughter nodes; (iii) Return 
the tree ensemble. This is how the RF works to build up 
a model. Then the model is used for further classifica-
tion of the new data set or test data set.

Gradient Boosting Machine: Gradient Boosting 
Machines (GBM) are one of the most well-known 
boosting methods developed by Jerome Friedman [62]. 
GBM is thought to be on par with high-performance 
methods such as random forests. GBM works simi-
larly to RF, though the trees are formed successively 
and then each tree utilizes knowledge from previously 
developed trees [59]. GBM starts with the initial leaf 
and further constructs the trees based on the pseudo 
residuals of the previous trees. Also, every tree is fitted 
to a distinct rendition of the initial set of data. GBM 
is one kind of boosting method as it creates sequen-
tial trees and the final tree has the highest accuracy. 
All the constructed trees are combined to yield a single 
predictive model that is utilized for further envisage.

Algorithm Assessment: These 6 algorithms are evalu-
ated with evaluation parameters such as accuracy (Ac), 
sensitivity (SE), specificity (SP), positive predictive value 
(PPV), negative predictive value (NPV), cohen’s Kappa, 
F1 score, and roc curve and AUC in this study. Further-
more, k-fold cross-validation techniques are used and 
determine these performance measures. The confusion 
matrix is constructed for all the classifiers that consist of 
true positive (TP), true negative (TN), false positive (FP), 
and false negative (FN). This matrix makes it possible to 
quantify these evaluation parameters [63].

Accuracy of any predictive method is the foundation 
for assessing its performance. It calculates the propor-
tion of correctly predicted overall data points evaluation. 
The best possible accuracy is 1.0, while the lowest pos-
sible accuracy is 0.0. It is simple to compute by dividing 
the number of correctly predicted by the grand total of 
projections. Also, it can be expressed as,

This study compiled the best levels of accuracy 
achieved through different ML algorithms.

Sensitivity refers to the model’s ability to correctly iden-
tify those who are genuine positive cases. It is also referred 

(8)Accuracy =
TP + TN

TP + FP + TN + FN

to as recall or true positive rate. Sensitivity is determined 
by dividing the complete number of positive aspects by the 
number of true-positive outcomes also includes false posi-
tives. Sensitivity can be calculated mathematically as follows

Specificity refers to the model’s capacity to properly 
recognize those who are the true negative cases. It is 
also referred to as a true negative rate. The number of 
true-negative results is divided by the entire amount of 
negatives to quantify specificity which also includes false 
negatives. Specificity can be expressed as

Positive predictive value refers to a model’s ability to 
predict the presence of positive cases among those who 
predicted positive. Precision is another term for it. This 
trait can anticipate how likely someone is to be a true 
positive case in the event of a positive test result. PPV 
can be measured by

Negative predictive value is the ability of a model to 
foresee the existence of negative cases in those who 
expected negative. The negative predictive value is a 
metric used to assess how accurate a particular model is. 
Mathematically, NPV can be calculated as follows

Cohen’s Kappa statistic is a more effective approach for 
dealing with multi-class and misaligned class problems. 
It is the ratio of comprehension among both anticipated 
and actual classification in a set of data. The Kappa statis-
tic can be utilized to assess not only a single classifier but 
multiple classifiers in conjunction. The statistic’s values 
provide the following information: 0 implies no agree-
ment, 0 to 0.20 as slight, 0.21 to 0.40 as fair, 0.41 to 0.60 
as moderate, 0.61 to 0.80 as substantial, and 0.81 to 1 as 
almost perfect [64]. It can be measured by

where,

(9)Sensitivity =
TP

TP + FN

(10)Specificity =
TN

FP + TN

(11)Positive Predictive Value =
TP

TP + FP

(12)Negative Predictive Value =
TN

FN + TN

(13)Kappa =
Accuracy− Random Accuracy

1− Random Accuracy

(14)Random Accuracy =
(TN + FP)× (TN + FN )+ (FN + TP)× (FP + TP)

(TP + FP + TN + FN )× (TP + FP + TN + FN )
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The F1 score is a way of measuring a test’s accuracy. It 
is determined by the test’s precision and recall. Preci-
sion is also referred to as positive predictive value, while 
recall is referred to as sensitivity. The F1 score determines 
how often a model is predicted correctly throughout the 
entire data. The harmonic mean of a model’s precision 
and recall is used to calculate an F1 score. The following 
equation below can be used to measure it

The ROC curve is also known as the receiver operating 
characteristic curve. It is a graph that depicts a classifica-
tion model’s performance across all classification thresh-
olds. This curve depicts two parameters, true positive 
rate, and false positive rate. AUC is an abbreviation for 
the area under the ROC Curve. AUC calculates the area 
beneath the entire ROC curve in two dimensions. AUC 
compares two models and assesses the efficiency of the 
same model throughout different thresholds.

Results
The Bangladesh Demographic and Health Survey (BDHS) 
2017-18 is the eighth nationwide study to offer informa-
tion on women’s demographics and health conditions 
and this information is used in this study to predict the 
malnutrition of women. A total of 1227 variables are in 
the information of women and among them, 15 variables 
including the response variable are taken. The models 
described in the last chapter are being used in this data to 

(15)F1 =
2× Precision× Recall

Precision+ Recall

apprise the nutritional situation of women. The data that 
has been collected from BDHS, 2017-18 is discussed in 
this section of the research work. It gives a proper idea 
about the whole set of data and comprehends the sum-
mary of data.

The study is based on envisaging malnourishment 
among women in Bangladesh. The data for this study 
came from the Bangladesh Demographic and Health 
Survey BDHS, 2017-18. The body mass index (BMI) is 
a measurement that employs weight and height to work 
out if the weight is fit and active, so BMI is chosen as 
the explained variable. 14 exposure variables are taken 
considering the past studies [3, 21, 54]. Table  1 below 
contains a list .

The study is conducted with the individuals of 17022 
in total from BDHS, 2017-18 after excluding all irrel-
evant data. The value of BMI for these women is clas-
sified into four types such as underweight, normal, 
overweight, and obese. Overweight and obese can be 
treated in the same category. The BMI of the women 
tells their nutritional status of them. Figure 1 represents 
the present nutritional situation of women who are 
selected for the study. Around 50 percent of the indi-
viduals are healthy. Nearly half of the women are facing 
malnutrition problems and among them, the majority 
are suffering from being overweight.

Underweight and overweight have been combined 
as the category of malnutrition for this study. So the 
experimental variable has two categories for this study, 
normal and malnutrition. The data set includes 7691 

Table 1 Factors classification of malnutrition used in this study

Factors Description Factor types Class level

Age Age in group Categorical 15-24, 25-34, 35-49

Division Division Categorical Barisal, Chittagong, 
Dhaka, Khulna, 
Mymensingh, Rajshahi, 
Rangpur, Sylhet

Residence Type of place of residence Categorical Urban, Rural

Wealth index Wealth index Categorical Poor, Middle, Rich

Education Highest educational level Categorical No education, Pri-
mary, Secondary, Higher

Currently working Respondent currently working Categorical No, Yes

Children ever born Number of children ever born Categorical 1-2, 3-4, 5 or more

Birth in last 5 years Number of birth in last 5 years Categorical 1-2, 3-4

Currently pregnant Pregnancy status Categorical No, Yes

Currently breastfeeding Breastfeeding status Categorical No, Yes

Husband’s Education Highest educational level Categorical No education, Pri-
mary, Secondary, Higher

Drinking water Source of drinking water Categorical Safe, Unsafe

Toilet facility Type of toilet facility Categorical Hygenic, Unhygenic

Cooking fuel Type of cooking fuel Categorical Improved, Unimproved
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malnourished women, representing 45.18 percent of 
the total population. On the other side, 54.82 percent 
of individuals in the study data set are normal that 
includes 9331 women.

The variables which are considered as the risk fac-
tor are summarized in Fig.  2 and Table  2. There are 14 
risk factors in the study. There are two types of resi-
dence, urban and rural from where the respondents 
came from. The majority of the women are from rural 
areas. About 63.68 percent of individuals which consist 
of 10839 women are from rural areas, and the rest of the 
women, nearly 36.32 percent are from urban areas. Bang-
ladesh is divided into eight divisions. For the purposes of 
the study, the divisions are merged into two categories: 
south and north. The south part contains Barisal, Chat-
tagram, Dhaka, and Khulna and on the other side, the 
north part has Mymensingh, Rajshahi, Rangpur, and Syl-
het. The individuals from the south and north are 8981 
and 8041 respectively. All the respondents are ever-mar-
ried women from the age of 15 to 49. This age interval 

has been divided into three categories. A1 is from 15 to 
24, A2 is from 25 to 34, and A3 is from 35 to 49. Most of 
the women are from A2 and A3 groups, about 35.99 and 
38.69 percent, and lesser from the A1 group. The wealth 
index is a variable with three sections, and many of those 
surveyed come from rich families. A total of 7205 women 
are from the rich section whereas 6510 and 3307 women 
are from the poor and middle-class sections. All the 
respondents of the study are not highly educated. 13.23 
percent of women completed their studies to a higher 
level. A vast majority of women completed their studies 
up to the secondary and primary levels which are 38.79 
percent and 32.31 percent each. About 15.67 percent of 
women from the study had no chance of an education. 
About half of the women from the study are currently 
working in different kinds of fields. A bulk amount of 
women are not pregnant at the time of the survey. Only 
916 women were pregnant at this time although the rest 
of the 16106 women were not pregnant. A few women 
were breastfeeding their children and that was around 

Fig. 1 Pie chart of the nutritional status of women in BDHS, 2017-18
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20.34 percent. The remainder of them which is 79.66 per-
cent of women who were not breastfeeding at the time of 
the study. All of the women are ever-married so a greater 
number of them have children. The number of children 
of women is expressed by the variable children ever born 
which is categorized into 3 sections. The respondent who 
does not have any children are categorized as None and a 
few women which is 1447 are not having any child at the 
time. Some of them have one or two children which are 
combined as categories 1-2. The maximum number of 
women are fallen into this category. About 8369 women 

have less than or equal to two children. Women who have 
more than two children are categorized as 3 or more and 
about 7206 amount of women are fallen into this cate-
gory. Some of the respondents gave birth to their children 
in the last five years. The factor of birth in the last 5 years 
indicates that approximately one-third of the women in 
the study did not give birth to any children. 37.64 percent 
of women gave birth to more than 2 children in the last 
five years period. Very least amount of women, about less 
than 1 percent gave birth to more than three children 
in the last five years. Among all respondents, about 22 

Fig. 2 Bar chart of different factors related to respondents for this study
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percent of women are having partners who are illiterate. 
Many of the women have a partner who has completed 
their education up to the primary or secondary level. 
32.37 percent of them have a partner who accomplished 
their primary level of education, whereas 29.12 percent 
of them completed their secondary level of education. 
Also, there are some women about 16.50 percent whose 
partner has fulfilled their higher education. Almost every 
respondent, about 98 percent in the study are having 
water from a safe source. A very small portion of peo-
ple is collecting water from an unsafe source which is at 
most 2 percent. A vast majority of respondents are using 
a hygienic toilet. 12035 women from the total popula-
tion have a hygienic toilet facility, meanwhile, only 4987 
women do not get any hygienic toilet facility. Cook-
ing fuel has two categories, improved and unimproved. 
Many of the respondents do not get to use improved 
fuel for cooking. Only 19.93 percent of women are using 
improved cooking fuel since 80.07 percent of women are 
using unimproved cooking fuel. These are all the factors 
that are chosen for the study to predict the malnutrition 
of women in Bangladesh. A nutritious diet is essential for 
leading a healthy lifestyle. The factors discussed in this 
section are closely related to a nutritious diet. Different 
types of female populations based on different factors 
like age, region, division, socioeconomic status, etc. have 
different types of nutritional situations. To predict the 
presence of malnutrition among these women, six ML-
based classifiers has used, and present the performances 
of these models are in the following chapter. Based on 
the effectiveness of these models the best classifier will 

Table 2 Background and demographic characteristics of the 
women in survey

Factor Category No. of 
observations

Percentage

Age (AG) 15-24(A1) 4311 25.32

25-34(A2) 6126 35.99

35-49(A3) 6585 38.69

Total 17022 100

Residence (RE) Rural(Ru) 10839 63.68

Urban(Ur) 6183 36.32

Total 17022 100

Division (DIV) Barisal(Br) 1804 10.59

Chattogram(Ch) 2359 13.86

Dhaka(Dh) 2535 14.89

Khulna(Kh) 2283 13.41

Mymensingh(My) 1859 10.92

Rajshahi(Rj) 2221 13.05

Rangpur(Rn) 2151 12.64

Sylhet(Sy) 1810 10.63

Total 17022 100

(Barisal,Chattagram, 8981 52.76

Dhaka,Khulna)(Sou)

(Mymensingh,Rajshahi, 8041 47.24

Rangpur,Sylhet)(Nor)

Wealth 
Index (WI)

Poor(P) 6510 38.24

Middle(M) 3307 19.43

Rich(R) 7205 42.33

Total 17022 100

Education (ED) No education(NE) 2667 15.67

Primary(Pri) 5500 32.31

Secondary(Sec) 6603 38.79

Higher(High) 2252 13.23

Total 17022 100

Currently Work-
ing (CW)

No(N) 8609 50.58

Yes(Y) 8413 49.42

Total 17022 100

Currently Preg-
nant (CP)

No(N) 16106 94.62

Yes(Y) 916 5.38

Total 17022 100

Currently Breast-
feeding (CB)

No(N) 13559 79.66

Yes(Y) 3463 20.34

Total 17022 100

Children Ever 
Born (CH)

None(No) 1447 8.50

1-2(>=2) 8369 49.17

3 or more(<2) 7206 42.33

Total 17022 100

Birth in last 5 
years (B5)

None(No) 10566 62.07

1-2(>=2) 6407 37.64

3 or more(<2) 49 0.29

Total 17022 100

Table 2 (continued)

Factor Category No. of 
observations

Percentage

Partner Educa-
tion (PE)

No education(NE) 3746 22.01

Primary(Pri) 5510 32.37

Secondary(Sec) 4957 29.12

Higher(High) 2809 16.50

Total 17022 100

Water 
Source (WS)

Safe(SF) 16663 97.89

Unsafe(USF) 359 2.10

Total 17022 100

Toilet Facility (TF) Hygenic(HY) 12035 70.70

Unhygenic(UHY) 4987 29.29

Total 17022 100

Cooking 
Fuel (CF)

Improved(I) 3393 19.93

Unimproved(UI) 13629 80.07

Total 17022 100
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be chosen for the prediction of the nutritional status of 
women in Bangladesh.

The study is aimed at classifying the malnutri-
tion of women in Bangladesh and finding a well-fitted 
machine-learning model for the classification. The 
study has selected fourteen different variables that may 
be related to the malnutrition problem. The machine-
learning models and the chosen data set for the study 
are mentioned in the preceding chapters. This section 
will explore the performances of ML-based algorithms. 
First, the study tracked the significance of these vari-
ables using Chi-square at a 5 percent significance level 
and then it fitted the ML-based algorithms with the sig-
nificant variables that are related to the nutritional sta-
tus of women.

Identification of risk factors of malnutrition using Chi-
Square: Several factors have been taken for predicting the 
malnutrition of women in Bangladesh based on the pre-
vious study as it is stated before. The significance of these 
variables is checked with the Chi-square (χ2) test. The 
Chi-square test was conducted with a significance level 
of 5 percent. The result is evaluated with the p-value of 
every variable.

Table 3 represents the Chi-square test of the variables 
with p-values and the expected frequencies of the cate-
gories. All the factors have large (χ2) values with p-value 
< 0.001 except for the water source. The water source 
has (χ2) = 4.238 with p-value = 0.04, although the value 
of p is less than 0.05. So all the variables that are chosen 
for the study are significant under the significant level 
of 5 percent. So the study used these 14 variables as the 
risk factors for malnutrition of women in Bangladesh 
for BDHS, 2017-18, and predicted the malnutrition of 
women using six ML-based algorithms and evaluating 
their performances.

Table 3 also shows the number of people who are been 
affected by malnutrition based on the different variables. 
The data had been taken from BDHS, 2017-18 for this 
study. Considering the findings of the study, the women 
of age greater than 35 had malnutrition problems against 
the others. The women who are lived in rural areas 
very much suffer from the problem of malnutrition. 
The southern area which includes Barisal, Chattagram, 
Dhaka, and Khulna had 55 percent of malnourished 
women from the whole sample. The higher-educated 
women and women with higher-educated husbands had 
the least number of malnutrition cases than others. The 
poor women are malnourished which is being under-
weight and the rich women are suffering from malnutri-
tion which is being overweight. The women who were 
having a child faced malnutrition against the women 
with no child. The women having unimproved cooking 
fuel are malnourished with compare to women having 

improved cooking fuel. There is minimal data on unsafe 
water sources and unhygienic toilet facilities but among 
them, there is a great portion of women who have malnu-
trition whether underweight or overweight.

Performances of the machine learning methods: Six dis-
tinct algorithms for machine learning were employed in 
this investigation to classify the women in the dataset as 
malnourished or nourished. Six different machine learn-
ing techniques are Naïve Bayes, two types of Decision 
Trees (Classification and Regression Tree and C5.0 Clas-
sification), Logistic Regression, Random Forest, and Gra-
dient Boosting Machine. The dataset was partitioned into 
the training dataset and test dataset. Seventy-five percent 
of the data was taken as training data (training data set = 
12766) and 25 percent was selected as test data (test data 
set = 4256). The performance of these methods is given 
below.

Naïve Bayes: The Naïve Bayes model is constructed 
by projecting probabilities of class labels ’No’ or ’Yes’ 
for malnutrition, which includes the chance that a given 
tuple belongs to a specific class. The prediction results 
with Naïve Bayes performance settings are shown in 
Table 4(a) for both training data and test data. Based on 
training data the confusion matrix shows that NB can 
predict 4890 people as normal, whereas 2683 people as 
malnourished. The accuracy of the training data is seen as 
0.593 means that 59.3 percent time the model predicted 
correctly in relation to the total number of predictions 
made. On the other side, test data has an accuracy of 
0.590. For the test data set with respect to the total num-
ber of predictions produced, the model forecasted accu-
rately 59 percent of the time. The model has a sensitivity 
of 0.615 and 0.607 respectively for both training and test 
data. The model has the ability to predict correctly about 
60 percent for both test and training data when the cases 
are genuinely positive known as normal. Also, the model 
can correctly predict negative cases 55.8 percent and 56.1 
percent individually for training and test data when the 
cases are negative also known as malnutrition existence. 
The PPV and NPV of NB for training data are 0.697 and 
0.467 and for test data are 0.696 and 0.463. The F1 score 
of NB determines that 65.3 and 64.8 percent of the time 
the model is collect positive normal cases while remain-
ing accurate with the examples it does catch throughout 
the entire training and test data set, which is deemed sat-
isfactory. Cohen’s Kappa values for NB are estimated to 
be 0.166 and 0.162 for both segmented data sets, indicat-
ing “slight” discriminative power.

Classification and Regression Tree: The Classification 
and regression tree is a type of decision tree employed in 
order to predict women’s nutritional status. The model 
is fitted using the training data set with the complexity 
parameter  (CP) 0.001. Figure  3 displayed the decision 
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tree for the measured variable. The tree starts with the 
node using the WI factor. Then by using the Gini index, 
the factors are split. Branches are grown from the initial 
node for each outcome of the Gini index. Using this tree 
the prediction had been made for the training data and 
test data and evaluate its performance.

Table 4(b) displays the prediction result using Classifi-
cation and Regression Tree effectiveness levels both for 

the test and training data. The confusion matrix dem-
onstrates that CART can classify 5622 people as healthy 
and 2107 persons as malnourished based on training data 
as well as 1814 as healthy and 672 as malnutrition. The 
accuracy of the training data is 0.605, which indicates 
that the model successfully predicted 60.5 percent of the 
time with respect to the total number of projections pro-
duced. Test data, on the opposite side, has an accuracy of 

Table 3 Association between factors and nutritional status among Observed ( Oi ) and Expected ( Ei ) for women from BDHS, 2017-18

Factors Category Normal Malnutrition Total Chi-square (p-value)
Oi(Ei) Oi(Ei)

Total 9331 7691 17022

Age 15-24 2739(2363.2) 1572(1947.8) 4311 196.716 (<0.001)

25-34 3301(3358.1) 2825(2767.9) 6126

35-49 3291(3609.7) 3294(2975.3) 6585

Residence Rural 6352(5941.6) 4487(4897.4) 10839 172.682 (<0.001)

Urban 2979(3389.4) 3204(2793.6) 6183

Division North Area 4588(4407.9) 3453(3633.1) 8041 30.883 (<0.001)

South Area 4743(4923.1) 4238(4057.9) 8981

Education No education 1566(1462.0) 1101(1205.0) 2667 63.908 (<0.001)

Primary 3066(3015.0) 2434(2485.0) 5500

Secondary 3624(3619.6) 2979(2983.4) 6603

Higher 1075(1234.5) 1177(1017.5) 2252

Currently Pregnant No 8770(8828.9) 7336(7277.1) 16106 16.147 (<0.001)

Yes 561(502.1) 355(413.9) 916

Currently Working No 4494(4719.2) 4115(3889.8) 8609 48.132 (<0.001)

Yes 4837(4611.8) 3576(3801.2) 8413

Currently Breastfeeding No 7164(7432.7) 6395(6126.3) 13559 105.658 (<0.001)

Yes 2167(1898.3) 1296(1564.7) 3463

Wealth index Poor 4025(3568.6) 2485(2941.4) 6510 327.544 (<0.001)

Middle 1927(1812.8) 1380(1494.2) 3307

Rich 3379(3949.6) 3826(3255.4) 7205

Children everborn None 867(793.2) 580(653.8) 1447 16.606 (<0.001)

1-2 4548(4587.7) 3821(3781.3) 8369

3 or more 3916(3950.1) 3290(3255.9) 7206

Birth in last 5 years None 5592(5792.0) 4974(4774.0) 10566 40.517 (<0.001)

1-2 3709(3512.1) 2698(2894.9) 6407

3-4 30(26.9) 19(22.1) 49

Partner’s Education No education 2224(2053.5) 1522(1692.5) 3746 167.232 (<0.001)

Primary 3188(3020.4) 2322(2489.6) 5510

Secondary 2659(2717.3) 2298(2239.7) 4957

Higher 1260(1539.8) 1549(1269.2) 2809

Water source Safe 9115(9134.2) 7548(7528.8) 16663 4.238 (0.04)

Unsafe 216(196.8) 143(162.2) 359

Toilet facility Hygenic 6271(6597.3) 5764(5437.7) 12035 121.89 (<0.001)

Unhygenic 3060(2733.7) 1927(2253.3) 4987

Cooking fuel Improved 1446(1860.) 1947(1533.0) 3393 254.666 (<0.001)

Unimproved 7885(7471.0) 5744(6158.0) 13629
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0.591. In terms of the total number of estimates provided 
for the test data set, the model can forecast correctly 59.1 
percent of the time. The model has sensitivity values of 
0.607 and 0.592 both to training and test data, accord-
ingly. When the cases are actually normal, the model can 
properly predict roughly 60 percent of the time for both 
test and training data. Furthermore, the specificity of the 
CART algorithm is 0.602 and 0.587 for both training and 
test data sets and it interprets that when the examples 

are negative or have malnutrition problems, the machine 
can properly anticipate them 60.2 percent of the time for 
training data and 58.7 percent of the time for test data. 
The PPV and NPV of CART for training data are 0.801 
and 0.366, respectively, whereas for test data they are 
0.796 and 0.346. PPV indicates that about 80 propor-
tion of women were actually normal to all those who 
received positive normal test results in both training and 
test data sets. NPV stipulates that the probability that a 

Fig. 3 CART plot for predicting malnutrition of women in Bangladesh using BDHS, 2017-18 data
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woman with a negative test result does have a malnutri-
tion problem is close to 35 percent. The F1 score of CART 
shows that the model’s ability to capture positive normal 
cases while remaining accurate with the examples it does 
capture is 69.1 and 67.9 times out of 100 over the whole 
training and test data sets, respectively. For both segmen-
tation, Cohen’s Kappa coefficients for CART are assessed 
to be 0.174 and 0.147, indicating “slight” exclusionary 
potential.

Also, the CART model shows the importance of the 
variables for this classification in Fig.  4. CART demon-
strates that variables WI and AG are the most influential 
variables for nutritional status. CF, RE, PE, ED, CH, TF, 
and CW are the variables with mid-type of importance. 
The four variables that have the least importance for the 
status of malnourishment are CB, B5, DIV, and CP. WS 
has no influence on being malnourished or not.

C5.0 Classification: Another decision tree is con-
structed to envisage the malnutritional status of women 
in Bangladesh from the (BDHS) 2017-18 data set. This 
decision tree is known as C5.0 Classification.

This tree is generated using minimum cases of 900 
where it has to be included in at least two of the splits. 
The tree is formed using five variables AG, CF, WI, B5, 
and CW. The AG variable has the highest information 
gain, so it is chosen as the first splitting attribute. Then 
the following variables are selected for splitting by their 
information gain. This tree in Fig.  5 is used to estimate 
the number of cases of malnutrition.

Table 4(c) shows the predictive performance for both 
the test and training data using C5.0 Classification 
efficacy levels. According to the contingency table, 
C5.0 can categorize 5789 as normal women and 1846 
as malnourished based on training data, along with 
1904 as normal and 611 as malnutrition. The trained 
data accuracy is 0.598, meaning the model correctly 
forecasted around 60 percent of the time according to 
the entire amount of forecasts generated. On the other 
hand, test data has an accuracy of 0.591. The model 
can forecast properly 59.1 percent of the time based 
on the total number of estimations supplied for the 
test data set. The model exhibits sensitivity values of 
0.597 and 0.589 to training and test data, respectively. 
When the cases are genuinely affirmative to normal, 
the model can correctly predict around 60 percent of 
the time for both test and training data. Furthermore, 
the specificity of the C5.0 method is 0.601 and 0.598 
for both training and test data sets, implying that when 
the instances are negative to normal, the machine can 
correctly predict them 60 percent of the time for train-
ing data and test data independently. C5.0’s PPV and 
NPV for training examples are 0.825 and 0.321, cor-
respondingly, while for test cases they are 0.823 and 
0.315. In all training and test data sets, PPV reveals 
that approximately 82 percent of women were normal 
compared to all those who had negative malnutrition 
test findings. According to NPV, the likelihood that 
a woman with a negative test result for normal does 

Fig. 4 Importance level of factors for the nutritional status of women for BDHS, 2017-18 using CART 
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have a problem with malnutrition is close to 32 per-
cent. C5.0’s F1 score indicates that the model correctly 
predicts 69.3 times out of 100 over the whole training 
data set. For the test data set F1 score is close to the 
score of training data which is 0.686. This value is con-
sidered an ’Ok’ score. Cohen’s Kappa coefficients for 
C5.0 are 0.153 and 0.143 for both segments, demon-
strating “slight” discriminatory potential.

Logistic Regression: Logistic Regression is fitted with 
the reference category ’No’ for the training data to pre-
dict malnutrition among the women. The prediction 
performance for both the test and training data is shown 
in Table  4(d) using Logistic Regression. LR can clas-
sify 6729 women as normal and 655 as malnutrition for 
training data with an accuracy of 0.578. The LR can cor-
rectly envisage 57.8 percent over the entire training data. 
For the test data set the accuracy of LR is 0.594 where it 
can classify 1799 as normal and the opposite 727 as mal-
nourished. The model includes sensitivity and specificity 

of 0.569 and 0.695 for the training data. It can correctly 
predict about 57 percent when the cases are affirmative 
to normal and can predict correctly about 70 percent 
when the cases are malnourished. On the other side for 
test data, the correctly predictive normal cases are 59.7 
percent and 58.5 percent for the cases of correctly pre-
dictive malnourished cases. The PPV of training data for 
LR indicates that 96 percent of individuals are normal in 
comparison with normal women in test findings, but for 
the test data it is a bit low compared with training data 
which is 77.7 percent. A woman with malnutrition posi-
tive on the test does have a problem only 11.4 percent 
for the training data set which is expressed by NPV and 
for the test data set, it is 37.4 percent. F1 of LR reveals 
that the capacity of the model to capture positive normal 
cases while remaining accurate with the examples it does 
capture is 71.4 percent and 67.5 percent for training and 
test data each, which is considered an acceptable figure. 
The Kappa of training data is very poor for this model. 

Fig. 5 C5.0 plot for predicting Malnutrition of women in Bangladesh using BDHS, 2017-18 data



Page 15 of 25Turjo and Rahman  BMC Nutrition           (2024) 10:22  

It is only 0.079 which indicates a “slight” discriminative 
power. The test data has a 0.143 Kappa coefficient which 
also indicates the same discriminative potential.

Random Forest: Random Forest is a bagging tech-
nique that is used in this study to fit the model for 
predicting the nutritional status of women in Bangla-
desh. 1000 decision trees are used with randomly cho-
sen two variables for constructing a tree. Two variables 
for the construction hold a minimum “Out of Bag” 
(OOB) error which is 40 percent. Figure  6 has shown 
the error rate against the number of trees for RF. The 
error rate is constant as the number of trees increased. 
So 1000 trees are enough to produce a good prediction 
of malnutrition with the test data and training data for 
women.

Table 4(e) displays the prediction performance for both 
the test and training data using Random Forest. RF can 
predict with the same accuracy for both training and test 
data. It can classify 5735 women and 1902 women as nor-
mal for both training and test data separately together 
with 1925 and 658 women as malnourished. The model 
can correctly identify 60 percent of the time according 
to the training and test data. All the assessment param-
eters of RF are nearly same for the both data set. It has 
a sensitivity and specificity of about 60 percent for both 
data sets. Around 82 percent of women are actually nor-
mal to those who receive positive normal test results and 
around 34 percent with malnutrition who are tested as 
malnourished according to PPV and NPV of both train-
ing and test data. The F1 score of RF suggested that the 

model has the capacity to capture positive normal cases 
while remaining accurate with the cases it does capture 
is 0.692, which is considered to be an acceptable number. 
The Kappa coefficients are 0.159 and 0.167 for both of the 
data indicating a “slight” agreement.

Gradient Boosting Machine: A gradient Boosting 
Machine has been fitted for the status of nutrition for 
women in Bangladesh. A total of 2000 decision trees 
are used to fit the GBM with a shrinkage of 0.01. The 
assessment values of the Gradient Boosting Machine are 
displayed in Table  4(f ). The accuracy of 60 percent by 
correctly predicting 5442 women as normal and 2232 as 
malnourished for the training data set. The test data has 
the same accuracy where it categorized 1796 individuals 
for normal and 739 for malnutrition correctly. GBM can 
predict 60 percent of the time correctly as normal when 
the test result is normal for the woman for both data as 
stated by sensitivity. Both data have the correct predic-
tion of 59 percent with malnutrition when the actual test 
result is malnutrition as per specificity. PPV and NPV are 
identical for both parts of the data. GBM has a PPV of 
78 percent and an NPV of 38 percent. GBM’s F1 scores 
reveal that the model’s capacity to capture positive nor-
mal cases while remaining accurate with the examples it 
does capture is 0.68, which is considered as ’Ok’ for both 
partitions. It has “slight” agreement in the opinion of the 
Kappa coefficient with results of 0.169 and 0.161 for both 
data sets.

In addition, the GBM model in Fig.  7 indicates the 
relative influence of the factors for this categorization. 

Fig. 6 Error rate of Random Forest against the number of trees
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According to GBM, the variables AG and WI have the 
greatest influence on malnutrition. The factors having 
medium relevance include PE, CF, ED, CB, RE, CW, CH, 
and B5. CP, TF, DIV, and WS are the four factors with 
minimal effect on the nutritional status of women in 
Bangladesh.

Evaluation of the efficacy of machine learning meth-
ods: The six ML algorithms NB, CART, C5.0, LR, RF, 
and GBM are applied for predicting the malnutrition 
of women from BDHS, 2017-18. The algorithms are fit-
ted with 75 percent fixed data as training from the over-
all data set. But the result can not be evaluated with 
one training data set because it would arise biases and 
increase variability. So this study has taken six protocols 
for checking the performance of these ML algorithms.

Six protocols that are taken are 2, 3, 5, 7, 10, and 11. 
All six models run under these protocols and measured 
the assessment values which are presented in Table  5. 
The models have very few changes in their perfor-
mance from the k-folds. Naïve Bayes has an accuracy 
of around 59 percent for every k-fold. As increases the 
fold, the accuracy of NB slightly getting better. The 
Kappa value is better for 7-fold validation. It has a value 
of 0.158 which indicates “slight” agreement. F1 score is 

almost the same for all the six protocols of NB which 
are 67 percent. 7-fold has the better result for SE, SP, 
PPV, and NPV. The next algorithm is CART which has a 
considerably better result than NB. CART has an accu-
racy of around 60 percent for all six protocols. Kappa 
is a little much worse than NB which is 0.149 for 3-fold 
and 10-fold. CART has a F1 score close to 69 percent. 
CART can predict correctly about 80 percent for every 
k-fold data when the cases are positive for normal. It 
has the highest SP of 0.346 for 10-fold validation. PPV 
and NPV are nearly the same for every fold of CART. 
Another decision tree C5.0 classification has almost the 
same accuracy as CART. But it has a better Kappa score 
which is 0.168 the highest of six folds. The F1 score 
is 69 percent for 2-fold and 11-fold and the remain-
ing have 68 percent of F1 value. It has SE at around 80 
percent, SP at around 34 to 39 percent, and PPV and 
NPV at almost 60 percent. C5.0 has the better result 
for 3rd fold as a comparison to others. Binary logistic 
regression is fitted for the model with cross-validation 
and it has the almost same result as the decision tree. 
But it has a better Cohen’s Kappa coefficient for every 
k-fold comparison to others before. The F1 score is not 
as convenient as others. It has the second lowest F1 

Fig. 7 Factors influence the nutritional status of women for BDHS, 2017-18 using GBM
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Table 4 The performance metrics of ML-based algorithms with their confidence interval for predicting malnutrition of women in 
Bangladesh using BDHS, 2017-18 data

Training dataset Test dataset

(a) Naïve Bayes
Confusion Matrix  Category No Yes  Category No Yes

No 4890 2127 No 1610 704

Yes 3066 2683 Yes 1042 900

Sensitivity 0.615 (0.604, 0.626) 0.607 (0.588, 0.626)

Specificity 0.558 (0.544, 0.572) 0.561 (0.537, 0.585)

Positive Predictive Value 0.697 (0.686, 0.708) 0.696 (0.677, 0.715)

Negative Predictive Value 0.467 (0.454, 0.480) 0.463 (0.441, 0.485)

Accuracy 0.593 (0.584, 0.602) 0.590 (0.575, 0.605)

F1Score 0.653 0.648

Kappa 0.166 0.162

(b) CART 
Confusion Matrix  Category No Yes  Category No Yes

No 5622 1395 No 1841 473

Yes 3642 2107 Yes 1270 672

Sensitivity 0.607 (0.597, 0.617) 0.592 (0.575, 0.609)

Specificity 0.602 (0.586, 0.618) 0.587 (0.558, 0.616)

Positive Predictive Value 0.801 (0.792, 0.810) 0.796 (0.780, 0.812)

Negative Predictive Value 0.366 (0.354, 0.378) 0.346 (0.325, 0.367)

Accuracy 0.605 (0.597, 0.613) 0.591 (0.575, 0.605)

F1Score 0.691 0.679

Kappa 0.174 0.147

(c) C5.0
Confusion Matrix  Category No Yes  Category No Yes

No 5789 1228 No 1904 410

Yes 3903 1846 Yes 1331 611

Sensitivity 0.597 (0.587, 0.607) 0.589 (0.572, 0.606)

Specificity 0.601 (0.584, 0.618) 0.598 (0.568, 0.628)

Positive Predictive Value 0.825 (0.816, 0.834) 0.823 (0.807, 0.839)

Negative Predictive Value 0.321 (0.309, 0.333) 0.315 (0.294, 0.336)

Accuracy 0.598 (0.589, 0.607) 0.591 (0.576, 0.606)

F1Score 0.693 0.686

Kappa 0.153 0.143

(d) Logistic Regression
Confusion Matrix  Category No Yes  Category No Yes

No 6729 288 No 1799 515

Yes 5094 655 Yes 1215 727

Sensitivity 0.569 (0.560, 0.578) 0.597 (0.579, 0.615)

Specificity 0.695 (0.666, 0.724) 0.585 (0.558, 0.612)

Positive Predictive Value 0.959 (0.954, 0.964) 0.777 (0.760, 0.794)

Negative Predictive Value 0.114 (0.106, 0.122) 0.374 (0.352, 0.396)

Accuracy 0.578 (0.569, 0.587) 0.594 (0.579, 0.609)

F1Score 0.714 0.675

Kappa 0.079 0.153

(e) Random Forest
Confusion Matrix  Category No Yes  Category No Yes

No 5735 1282 No 1902 412

Yes 3824 1925 Yes 1284 658
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values for every protocol. The sensitivity is 77 percent 
and the specificity is 39 percent for all. PPV and NPV 
are around 60 and 59 percent, respectively. The bag-
ging technique also known as RF has 60 percent accu-
racy for the six protocols. It has low Kappa coefficients 
but has better F1 scores among all. Nearly 70 percent of 
the time captures normal cases while remaining accu-
rate with the example for every k-fold validation. It has 
also the highest sensitivity rate for the protocols. The 
specificity is around 33 percent and the PPV and NPV 
are almost 60 percent. With an accuracy of 60 percent 
to capture the nutritional status of women, GBM has 
the highest Kappa coefficients here. It has the second 
highest F1 scores which are almost 69 percent. It has a 
total 80 percent of SE along with at most 37 percent SP 
for every fold. The PPV and NPV are as usual same as 
other models.

All the models have the nearly same value of evalu-
ation parameters. This study has chosen the F1 score to 
try to evaluate the performance of the models. All the 
models have F1 scores from 66 to 70 percent, roughly. 
That indicates that all the models are correct to collect 
both positive and negative cases which is recall while 
also being accurate with the cases it does capture which 
is precision. Figure 8 presented the F1 scores of all mod-
els in their k-folds. The figure shows that RF has the 
highest score of F1 among others. GBM has the second 
highest value of F1 by increasing the k-fold values. The 
CART model has a greater value in 2-fold validation 

but as the k-fold increases, the values are decreasing for 
CART. Another DT, C5.0 has the same nature as CART 
as it is also decreasing by increasing the k-fold. LR and 
NB have the least F1 values and among them, NB has 
the worst F1 scores.

So, from Fig.  8, it is clearly shown that for this study 
RF can capture cases accurately for the data from BDHS, 
2017-18 for women malnutrition.

The receiver operating characteristic system also 
known as the ROC curve has been produced for verifying 
the suggested systems. The ROC curves of six ML-based 
classifiers predicting women’s malnutrition in training 
and test data sets are shown in Figs.  9 and 10, respec-
tively. From the figure of the ROC curve for training 
data, the Random Forest classifier has the highest AUC 
of 0.604 and the C5.0 classifier has the lowest AUC of 
0.577. For the test data, it is totally reversible as the high-
est AUC is for the C5.0 classification which is 0.581. RF 
is also close to the C5.0 for the value of AUC. As a result, 
two different ROC curves showed two different models 
as better for prediction. So it is hard to tell the best pre-
dictive model for predicting the nutritional status of the 
female population with the ROC curve.

The performance of the models in training and test data 
does not differ from the performance in different proto-
cols. So, based on the study of training and test data, the 
rank of these six models has been made according to the 
value of accuracy, Kappa, and F1 score that is presented 
in Table 6.

Table 4 (continued)

Training dataset Test dataset

Sensitivity 0.600 (0.590, 0.610) 0.597 (0.580, 0.614)

Specificity 0.600 (0.583, 0.617) 0.615 (0.586, 0.644)

Positive Predictive Value 0.817 (0.808, 0.826) 0.822 (0.806, 0.838)

Negative Predictive Value 0.335 (0.323, 0.347) 0.339 (0.318, 0.360)

Accuracy 0.600 (0.592, 0.608) 0.602 (0.587, 0.617)

F1Score 0.692 0.692

Kappa 0.159 0.167

(f) Gradient Boosting
Confusion Matrix Category No Yes  Category No Yes

No 5442 1575 No 1796 518

Yes 3517 2232 Yes 1203 739

Sensitivity 0.607 (0.597, 0.617) 0.599 (0.581, 0.617)

Specificity 0.586 (0.570, 0.602) 0.588 (0.561, 0.615)

Positive Predictive Value 0.776 (0.766, 0.786) 0.776 (0.759, 0.793)

Negative Predictive Value 0.388 (0.375, 0.401) 0.381 (0.359, 0.403)

Accuracy 0.601 (0.593, 0.609) 0.596 (0.581, 0.611)

F1Score 0.681 0.676

Kappa 0.169 0.161



Page 19 of 25Turjo and Rahman  BMC Nutrition           (2024) 10:22  

The rank has been given for every individual perfor-
mance of the models. Based on training data set accu-
racy, the CART model has the highest accuracy and 
has been ranked as first. GBM has the second-highest 
accuracy for the training data and the bagging method 

has been ranked third. LR has minimal accuracy for the 
training data. On the other hand, test accuracy has a dif-
ferent ranking position for the models. RF is the highest 
in accuracy for predicting malnutrition in women. The 
GBM model has the same rank as the training data. The 

Table 5 Compare the performance of machine learning algorithms across six protocols for malnutrition of women

k Ac Kappa F1 SE SP PPV NPV

Naïve Bayes
2 0.590 0.151 0.668 0.751 0.395 0.601 0.568

3 0.592 0.154 0.669 0.754 0.397 0.602 0.571

5 0.593 0.157 0.669 0.751 0.401 0.604 0.572

7 0.594 0.158 0.670 0.753 0.401 0.604 0.573

10 0.593 0.156 0.670 0.753 0.399 0.603 0.571

11 0.593 0.156 0.670 0.752 0.400 0.603 0.571

Classification and Regression Tree
2 0.594 0.146 0.689 0.821 0.319 0.594 0.596

3 0.595 0.149 0.688 0.814 0.329 0.595 0.593

5 0.594 0.147 0.688 0.814 0.328 0.595 0.592

7 0.593 0.147 0.685 0.806 0.335 0.595 0.588

10 0.594 0.149 0.683 0.798 0.346 0.597 0.585

11 0.593 0.147 0.685 0.806 0.335 0.595 0.588

C5.0
2 0.599 0.159 0.689 0.809 0.344 0.599 0.598

3 0.601 0.168 0.681 0.778 0.386 0.606 0.589

5 0.597 0.160 0.681 0.785 0.369 0.602 0.587

7 0.599 0.164 0.683 0.787 0.371 0.603 0.590

10 0.599 0.164 0.681 0.781 0.378 0.604 0.588

11 0.600 0.163 0.686 0.797 0.360 0.602 0.594

Logistic Regression
2 0.598 0.164 0.677 0.769 0.391 0.605 0.582

3 0.597 0.162 0.677 0.769 0.389 0.604 0.581

5 0.599 0.166 0.679 0.773 0.388 0.605 0.585

7 0.600 0.168 0.680 0.774 0.389 0.606 0.586

10 0.598 0.163 0.678 0.771 0.387 0.604 0.583

11 0.599 0.166 0.679 0.774 0.387 0.605 0.585

Random Forest
2 0.597 0.153 0.690 0.817 0.330 0.597 0.598

3 0.596 0.149 0.691 0.826 0.317 0.595 0.600

5 0.599 0.157 0.694 0.827 0.323 0.597 0.606

7 0.599 0.157 0.691 0.820 0.332 0.598 0.602

10 0.600 0.157 0.693 0.826 0.325 0.597 0.606

11 0.599 0.156 0.693 0.824 0.326 0.597 0.604

Gradient Boosting Machine
2 0.602 0.168 0.686 0.793 0.369 0.604 0.596

3 0.600 0.165 0.685 0.794 0.365 0.603 0.594

5 0.603 0.169 0.689 0.803 0.360 0.603 0.601

7 0.603 0.168 0.690 0.807 0.355 0.603 0.603

10 0.604 0.171 0.692 0.811 0.354 0.603 0.607

11 0.602 0.166 0.690 0.809 0.351 0.602 0.602
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Fig. 8 F1 scores of the different ML algorithms across six protocols for malnutrition of women

Fig. 9 ROC curve of six machine learning algorithms for malnutrition of women using training dataset
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decision trees are having the same accuracy(s) for the test 
data. All the Kappa values have ’Sligth’ in agreement but 
there are some differences. CART has the highest Kappa 
value for training data whereas the RF has the highest 
Kappa value for test data. For both training and test data, 
NB is in the last position based on the F1 score. The LR 

is in the first position based on F1 for training data and 
RF has the highest score of F1 for test data. The sum of 
the ranks portrays that RF has the minimum sum of rank. 
CART and GBM have the same total rank. Another DT, 
C5.0 has the sum of rank 23. LR and NB are in the last for 
the total sum of rank, respectively.

Fig. 10 ROC curve of six machine learning algorithms for malnutrition of women using test dataset

Table 6 Rank of different models based on their accuracy, Cohen’s Kappa, andF1score with rank value for training and test data

Model Accuracy Kappa F1 Rank total

Training Test Training Test Training Test (Rank)

NB 0.593 (5) 0.590 (5) 0.166 (3) 0.162 (2) 0.653 (6) 0.648 (6) 27 (6)

CART 0.605 (1) 0.591 (4) 0.174 (1) 0.147 (5) 0.691 (4) 0.679 (3) 18 (2)

C5.0 0.598 (4) 0.591 (4) 0.153 (5) 0.143 (6) 0.693 (2) 0.686 (2) 23 (4)

LR 0.578 (6) 0.594 (3) 0.079 (6) 0.153 (4) 0.714 (1) 0.675 (5) 25 (5)

RF 0.600 (3) 0.602 (1) 0.159 (4) 0.167 (1) 0.692 (3) 0.692 (1) 13 (1)

GBM 0.601 (2) 0.596 (2) 0.169 (2) 0.161 (3) 0.681 (5) 0.676 (4) 18 (2)
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The six machine learning algorithms are applied in the 
BDHS, 2017-18 data set to predict the nutritional status 
of women. The models have performed differently for 
training and test data sets. AS CART and GBM show 
the relative influences of the factors causing malnutri-
tion. These models indicate that AG and WI have the 
maximum influence on malnutrition. Table  3 also indi-
cates that as age increases the causing malnutrition also 
being increased and both AG and WI also have large 
Chi-square value that indicates a strong association with 
malnutrition. CF, PE, and RE are also strongly associ-
ated with malnutrition based on both CART, GBM, and 
Chi-square values. All the other factors have moderate 
influence and WS has the least influence on malnutrition 
among them. The performance of the models is evaluated 
with different assessment parameters. RF has the highest 
F1 score in the cross-validation presented in Fig. 8. Also, 
the area under the curve (AUC) for RF and C5.0 is highest 
for training and test data, separately which is displayed 
in Figs.  9 and  10. RF has the highest rank according to 
the different parameters of assessment for both train-
ing and test data (Table 6). All the models that are used 
are fitted well for the data on women’s malnourishment 
and produce results that differ from each other. RF has 
outperformed other ML models as RF generates results 
based on a group of trees. Also, they take into account 
many decision trees that have less impact on particu-
lar data points, they are more resistant to extremes and 
noisy data than other algorithms, and also efficient. GBM 
also generates groups of trees and it also fits well in some 
aspects. However, according to the 3 performance met-
rics on training and test data, RF stands at the top than 
others. So,on the basis of all results, this study chooses 
RF as the best predictive machine learning classifier to 
predict the malnutrition of women.

The six algorithms based on machine learning are used 
to estimate women’s nutritional status. The classifiers 
responded differently on training and test data sets and 
gave different knowledge about the models. The chosen 
factors all are related to malnutrition and among them, 
AG and WI are the most associated factors. This research 
work has found that all the models can fit well with the 
data of women used in this study and among them RF 
can produce more vulnerable results about the prediction 
of malnutrition than others.

Conclusion
A nutritious diet is essential for healthy living. Malnutri-
tion is a serious condition caused by a lack of all nutrients 
and energy that the body requires. It is a major public 
health issue in all developing countries. It also remains a 
severe problem in Bangladesh, especially among women. 

Undernourished and overnourished both have been con-
sidered malnutrition and these are linked to a variety of 
infectious disorders. It also has negative repercussions 
for children, such as premature birth, decreased infection 
resistance, and an increased risk of death. It is critical 
to detect malnutritional causes early in order to pre-
vent women from diseases that are aggravated by those 
factors. This project includes a detailed investigation 
for the identification and forecasting of malnourished 
women using ML classifiers. About seventeen thousand 
women are selected for conducting the research work. 
This study has selected some factors for detecting the 
nutritional status of women and finds that all the selected 
factors are significantly associated with the exposure 
variable. Among these variables, Age and Wealth Index 
are the most influential factors for the nutritional status 
of women and Water Source has the minimum influence 
on the malnourished problem. Age is an important factor 
as age increased the nutritional imbalance also increased 
because of negligence about the nutritional demand of 
the body based on age. Also, the socioeconomic status of 
a family is a predominant factor for malnutrition. These 
significant variables are also used as explanatory varia-
bles in ML-based algorithms for forecasting the malnour-
ishment of women in Bangladesh.

In this study, six machine learning algorithms which 
are Naïve Bayes, Classification and Regression Tree, 
C5.0, Logistic Regression, Random Forest, and Gradi-
ent Boosting Machine are investigated for predicting if 
a female is malnourished based on risk indicators. The 
outcome of the investigation shows that for training 
and test data sets, Random Forest is the highest-ranked 
classifier among all based on accuracy, Kappa, and F1 
score. Random Forest has an accuracy of around sixty 
percent. Other models like Classification and Regres-
sion Tree and Gradient Boosting Machine also have an 
accuracy of sixty percent but by the performance of all 
other evaluating parameters such as Kappa and F1 , the 
Random Forest has a better result. Naïve Bayes, Logistic 
Regression, and C5.0 have an accuracy of less than sixty 
percent for the test data set of the research. Depending 
upon those assessing criteria, Random Forest has been 
ranked first. Also from the k-fold validation, Random 
Forest has the better F1 score for all the folds that are 
used in this study and also has better accuracy. Besides 
that ROC curve also indicates Random Forest has the 
largest area under the curve in comparison to all other 
models for the training data set and for the test data set, 
C5.0 has the largest area under the curve. Classification 
and Regression Tree, Gradient Boosting Machine, and 
C5.0 also performed very well in predicting malnutri-
tion but among them, Random Forest can be taken 
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as the best classifier for predicting malnutrition in 
women. Naïve Bayes and Logistic Regression can pre-
dict malnutrition as well but they are quite low in accu-
racy for predicting the nutritional status of women in 
Bangladesh. This study advocated that all Decision Tree 
based classifiers evaluate the malnutrition of women 
very well but among them, Random Forest was imple-
mented very well. Hence, the Random Forest system 
be utilized as the best prediction-based system for pre-
dicting malnutrition in women in Bangladesh because 
it outperforms the other models employed in the study.

This research will aid healthcare practitioners and 
regulators in developing a system for adopting neces-
sary interventions along with care practices in order to 
minimize serious problems and the load on the health-
care system. Furthermore, the study demonstrates how 
the ML technique may be used to better forecast the 
fundamental causes of women’s malnourishment, in 
addition to other population health consequences. This 
could lead to a better knowledge of women’s nutritional 
condition and the establishment of more successful pro-
grams to improve womanhood nutrition in the country. 
There is a need for initiatives and policies that focus on 
women of various ages and locations, as well as improv-
ing women’s socioeconomic well-being in Bangladesh. 
As a result, a model that takes into account the basic 
types of risk would aid in the prevention and control of 
female malnutrition. The ethical ramifications of using 
machine learning algorithms in healthcare, particularly 
in countries with low or middle incomes with less devel-
oped regulatory systems, include concerns with patient 
information privacy, bias reduction, informed consent, 
and the requirement for rules and regulations to guaran-
tee responsible and fair application of AI in healthcare. 
Certain ethical issues must be addressed for machine 
learning to be successfully and morally integrated into 
healthcare systems.

This study solely focused on the women population 
and was conducted with the cross-sectional BDHS data. 
Therefore, the ML models might not perform the same 
on the other groups of the population. This study faced 
constraints in terms of computational resources and 
dataset complexities, even though it acknowledged the 
potential benefits of incorporating additional machine 
learning models like Support Vector Machines (SVM), 
Artificial Neural Networks (ANN), and exploring alter-
native feature selection techniques. The restricted pro-
cessing capability hindered the comprehensive testing 
of many models, and the size and characteristics of 
the dataset made it difficult to use some feature selec-
tion techniques efficiently within the parameters of this 

study. Because of this, the current work concentrated 
on a particular set of feature selection techniques and 
machine learning models. To overcome these constraints 
and improve the analysis’s depth and robustness, future 
efforts will focus on increasing computational power and 
improving dataset preprocessing to include a larger range 
of models and feature selection strategies.
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